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2026年 2月 9日 

報道機関 各位 

 

 

【本研究のポイント】 

・動物同士が入り交じる場面でも、「見た目の変化」を手がかりに高速で動物の行動を自

動検出する AI 解析ツール『YORU』を開発した。 

・昆虫、魚、哺乳類において複数個体の行動を高い精度で迅速に検出できた。 

・特定の行動を示す個体をピンポイントで狙ったリアルタイム介入操作注 1）を実現した。 

・プログラミング不要で実験・解析を自動化でき、生命科学全般の研究発展にも寄与する。 

AI 解説ツール「YORU」による解析動画 

 

【研究概要】 

名古屋大学大学院理学研究科の山ノ内 勇斗 博士後期課程学生、田中 良弥 講師、

上川内 あづさ 教授、同大学大学院創薬科学研究科 竹内 遼介 助教らの研究グルー

プは、AI を使った動物行動解析ツール 『YORU』 を開発しました。 

動物の行動の仕組みを研究するためには、さまざまな行動を個別に解析・定量する

ことが欠かせません。YORU は、機械学習のアルゴリズムの一つである物体検出注 2）を

応用し、従来のツールでは困難だった交尾やグルーミングなどの複雑な動きを伴う行

動解析に加え、複数個体が同時に相互作用する社会性行動も正確・迅速に解析するこ

とを可能としました。さらに、リアルタイム解析機能を投影光学系と組み合わせること

で、特定の行動を示した個体をピンポイントで狙って、その神経のはたらきを操作する

ことに成功しました。 

 YORU はプログラミング不要で AI による行動解析を行えるよう設計しているため、

Arduino などのマイクロコントローラを介して既存の実験系にシームレスに組み込み

可能です。また、オープンソースソフトウェアとして公開し、AGPL-3.0 ライセンスの下

でユーザーが自由に改変・利用できるようにしました。本ツールにより、従来は科学的

な解析や定量化が困難だった動物行動の原理を効率的に研究できるようになります。 

本研究の成果は、神経科学・動物行動学にとどまらず、生態学やスポーツ科学など

「行動」が関連する広範な研究分野の加速的発展に寄与すると期待されます。 

本研究成果は 2026 年 2 月 12 日午前 4 時（日本時間）、国際科学雑誌『Science 

Advances』に掲載されます。 

報道の解禁日（日本時間） 

(ﾃﾚﾋﾞ,ﾗｼﾞｵ,ｲﾝﾀｰﾈｯﾄ) ：2026 年 2 月 12 日(木)午前 4 時 

(新 聞)            ：2026 年 2 月 12 日(木)付朝刊 

 

動物の複雑な行動を解析する AI ツール『YORU』を発表
～プログラム不要で集団内の個体の行動識別や操作が可能に～ 

https://youtu.be/ZBEBB5gS4M4
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【研究背景と内容】 

動物の行動研究の第一歩は、さまざまな行動を正確に分類し、定量化することです。近

年、「Artificial Intelligence（AI）」を活用した行動解析ツールが多数開発され、動物

行動解析の効率化が急速に進んでいます。その中でも、機械学習を用いた姿勢推定注 3）に

よる行動解析は主要な手法の一つであり、動物の身体部位をトラッキングすることで行

動を推定します。しかし、姿勢推定による解析は多くの行動を効率的に解析できる一方で、

複数の身体部位が複雑に絡み合う行動や身体の一部が隠れる場合には、精度や速度が著

しく低下します。この制約は、複数個体の行動を同時に観察し、社会的な相互作用（例：攻

撃、求愛、養育行動）を検出する上で重要な課題となっていました。 

この課題を克服するために、本研究では機械学習アルゴリズムの一つである物体検出法 

「YOLO」注 4）を組み込んだ行動解析アプローチを採用し、行動解析ツール 『YORU』 を

開発しました（図 1）。従来の姿勢推定に基づく手法とは異なり、YORU では動物が特定

の行動を示す際の外見や形態を直接解析し、AI を用いて「行動オブジェクト」 として検出

します（図 2）。このアプローチにより、単一個体の解析にとどまらず、社会性行動など複

数個体が相互に関与する状況下でも、迅速で高精度な行動検出が可能となりました。 

 

本研究ではまず、物体検出を用いたアプローチがさまざまな動物の行動解析に応用可

能かを検証するため、ショウジョウバエの求愛行動である片羽伸展、アリの栄養交換、ゼ

ブラフィッシュの社会性行動の一つであるオリエンテーションを対象に解析を行いました

（図 3）。その結果、各行動は 90%を超える精度で検出され、既存ツールを上回る性能を

示しました。 

さらに個体数を増やした条件である、8 匹のショウジョウバエが行う求愛・交尾行動や、

アリ 6 匹が行う栄養交換行動の高精度検出にも成功しました。加えて、１フレームあたり

の解析速度においても、物体検出アプローチは既存手法より高速であり、行動解析のアプ

ローチとして物体検出手法が有用であることを示しました。また、バーチャルリアリティ環

境で行動中のマウスにおいてもまばたき、グルーミング、歩行行動を高精度に検出できま

した。さらに、この行動分類を脳活動イメージングと組み合わせることで、脳活動部位と

行動を対応づけ、どの脳領域の活動がどの行動成分に由来するかを解析することに成功

しました。これらの結果は、グルーミングなど､姿勢推定では定義がむずかしい複雑な行

動を定量し、さらにそれらの行動に関連する脳領域を同定できることを示しています。 
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動物の行動は、特定の神経回路が特定のタイミングで正確に活動することで初めて実

行されます。したがって、動物が行動を示すタイミングで神経活動を操作することが、神

経回路と行動の因果的な検証には重要です。 YORU の迅速な行動検出を活かせば、行

動が起きた瞬間を捉え、特定個体の神経活動を選択的に操作できると期待できます。 

そこで次に、本ツールを用いたリアルタイム行動解析と、動物の行動に応じた介入操作

の有効性を検証するため、光遺伝学注 5）を利用したショウジョウバエの神経活動操作実験

を行いました。ショウジョウバエの「片羽伸展」は、求愛時にオスが片方の羽を広げて震わ

せる行動であり、この際に生じる「求愛歌」と呼ばれる音をメスが聞くことで、交尾受容性

が高まります。そこで、オスの片羽伸展をリアルタイムで検出し、そのタイミングで羽の伸

展を制御するニューロンの活動を光遺伝学的に抑制する実験を行いました。本ツールで

は、カメラで撮影したフレームをリアルタイムで解析し、羽の伸展検出に応じて光照射を制

御しました。その結果、オスの羽の伸展直後に光が照射され、ニューロンの抑制に伴うオ

スの羽伸展頻度の減少が観察されました。これに伴う交尾率の低下も確認され、「求愛歌」

の抑制に伴う交尾の抑制が起こっていることが示唆されました。 
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さらに、複数個体が存在する状況で、

各個体の行動に応じた個体選択的な光

刺激を実現するため、プロジェクター光

源を制御するモジュールを組み込みまし

た。これを用いて、オスの片羽伸展を検

出したタイミングでメスにスポットライト

状の光を照射する実験を行いました。こ

こでは、光照射により聴覚１次ニューロン

が抑制されるように遺伝子操作を施した

メスを使用しました。その結果、オスの片

羽伸展行動に応じたメスへの選択的光照

射が実現され、交尾率が低下しました。こ

れらの結果は、YORU を用いることで、特定の行動が検出されたタイミングで特定の個

体の神経活動を操作することが可能であることを実証しています。 

 

【成果の意義】 

 今回開発した YORU は、物体検出という AI 技術を用いたアプローチを行動解析に採

用しており、従来のツールでは解析が困難であった行動も高精度で迅速に検出できるよ

うになりました。したがって、本ツールは行動解析の選択肢を拡げる革新的な手法として、

多様な行動解析への応用が期待されます。 

 これまで、さまざまな動物の行動解析手法が開発されてきましたが、プログラミングス

キルの習得などの技術的障壁により、生物学者が自在に利用することは容易ではありま

せんでした。YORU は、生物学者によって開発された生物学者のための行動解析ツール

であり、動画解析からリアルタイム行動介入実験までをプログラミングを必要とせずに実

行できます。 

 特に、本ツールの導入により、高度な技術を要する行動介入操作実験のハードルが下が

り、生物学者をはじめとしたさまざまな分野の研究者が容易にこれらの実験を実施でき

るようになります。その結果、行動実験の幅が大きく広がると見込まれます。本ツールは、

オープンソースソフトウェア『YORU』として公開されており、誰でも利用可能です。

YORU は、動物行動研究における汎用的なツールとして、複雑な社会性行動の解析やリ

アルタイム介入を伴う実験系が求められる神経科学や動物行動学、さらには生態学やス

ポーツ科学などの広い研究分野に新たな展望をもたらすことが期待されます。 

 

本研究は、2018 年度開始の科学技術振興機構  『CREST』（JPMJCR1851）、

2020 年度開始の文部科学省 『若手研究』(JP20K16464)、2021 年度開始の文部

科学省『若手研究』(JP21K15137)、文部科学省『学術変革領域研究(B):あいまい脳』

（JP21H05168）、2022度開始の文部科学省『学術変革領域研究(A):階層的生物ナビ

学 』 （ JP22H05650 ） 、 2023 度 開 始 の 文 部 科 学 省 『 学 術 変 革 領 域 研 究 (A): 

iPlasticity』（JP23H04228）、『基盤研究(C)』（JP23K05846, JP23K05845）、

2024 度 開 始 の 文 部 科 学 省 『 学 術 変 革 領 域 研 究 (A): Materia-Mind 』
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（JP24H02200）、『学術変革領域研究(A): 階層的生物ナビ学』（JP24H01433）、

日本学術振興会『特別研究員奨励費 (DC1)』（JP24KJ1290）、科学技術振興機構『創

発的研究支援事業』（JPMJFR2147）、ならびに 2025 度開始の文部科学省『学術変革

領域研究(A): Dynamic Brain』（JP25H02496）の支援のもとで行われました。 

 

【用語説明】 

注 1）介入操作： 

動物が示す行動や、その発現確率・タイミングを、外部からの刺激や操作によって人

為的に変化させること。具体的には、光刺激（光遺伝学）、温度刺激（熱遺伝学）など

の外来エフェクター因子を介した方法や、匂い刺激、電気刺激、薬理学的操作、報酬・

罰などを用いる方法がある。これらの手法により、特定の行動を誘発・抑制したり、

行動選択パターンを変化させたりすることができる。行動介入を実験に組み込むこ

とで、単なる行動観察だけでは分かりにくい因果関係、すなわち、「どの神経活動や

感覚入力が行動を引き起こすか」を検証することが可能となる。 

注 2）物体検出： 

機械学習を用いて、画像や動画の中に写っている物体（例：人、車、犬など）の、種類

と位置を同時に解析する手法。本研究では、物体検出を動物の行動解析に用いるこ

とで、行動の検出を実現した。 

注 3）姿勢推定： 

深層学習によって動物の体の部位をトラッキングし、その位置関係から動物がどの

ような姿勢をとっているのかを推定する手法。姿勢推定のアプローチを採用した主

要なツールとして、DeepLabCut (Mathis et al., 2018)や SLEAP (Pereira 

et al., 2022)などがあり、現在の機械学習を用いた行動解析手法の主要な手法

となっている。 

注 4）YOLO： 

YOLO （You Only Look Once）(Redmon et al., 2016) は、深層学習によ

って画像や動画の中から目的の物体を検出し、各対象の位置と種類を同時に推定す

る手法。画像解析手法の中でも高速で、リアルタイム解析にも適している。 

注 5）光遺伝学： 

特定の波長の光に反応するタンパク質 （チャネルロドプシンなど） を遺伝学的手法

により特定の神経細胞に発現させ、光刺激を照射することで、その細胞の活動を実

験者の任意の時間・場所で制御する手法。 

 

【論文情報】 

雑誌名： Science Advances 

論 文 タ イ ト ル ： YORU: animal behavior detection with object-based 

approach for real-time closed-loop feedback 

著者：山ノ内勇斗†‡※、竹内遼介†※、千葉直也、橋本浩一、清水貴史※、小坂田文隆※、田中

良弥‡※、上川内あづさ‡※ （†共同筆頭著者;‡共同責任著者; ※ 名古屋大学関係者） 

DOI: 10.1126/sciadv.adw2109                                        

URL: https://www.science.org/doi/10.1126/sciadv.adw2109 
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